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SUMMARY

This paper addresses the flow field-dependent variation (FDV) methods in which complex physical
phenomena are taken into account in the final form of partial differential equations to be solved so that
finite difference methods (FDM) or finite element methods (FEM) themselves will not dictate the physics,
but rather they are no more than simply the options how to discretize between adjacent nodal points or
within an element. The variation parameters introduced in the formulation are calculated from the
current flow field based on changes of Mach numbers, Reynolds numbers, Peclet numbers and
Damkohler numbers between adjacent nodal points, which play many significant roles, such as adjusting
the governing equations (hyperbolic, parabolic and/or elliptic), resolving various physical phenomena and
controlling the accuracy and stability of the numerical solution. The theory is verified by a number of
example problems addressing the physical implications of the variation parameters, which resemble the
flow field itself, shock capturing mechanism, transitions and interactions between inviscid/viscous,
compressibility/incompressibility and laminar/turbulent flows. Copyright © 1999 John Wiley & Sons,
Ltd.
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1. INTRODUCTION

The inviscid/viscous interaction that may lead to compressible/incompressible and/or laminar/
turbulent flows is one of the most complicated physical phenomena in fluid dynamics, thus
making numerical simulations difficult. A typical example is the triple shock wave turbulent
boundary layer interactions in high speed aircraft inlets, with fins and ramps. The complexity
of the physics and the difficulty of numerical treatments stem from the limits, transitions and
interactions between laminar and turbulent flows, compressibility and incompressibility, as
well as inviscid and viscous behaviour, in which a single computational algorithm for all
situations is not easily available. Transitions from one type of flows to another vary in both
spatial and temporal domains and are often associated with physical instability that may
subsequently cause numerical instability.

To handle both compressible and incompressible flows, attempts have been made by
introducing preconditioners transforming from the conservation variables to primitive
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variables for the solution of the Navier—Stokes system of equations [1,2]. In this process, the
eigenvalues of the convection terms are well-conditioned, facilitating the solution of compress-
ible flow at high speeds and at the same time rendering the solution of incompressible flow at
low speeds simultaneously accessible. To cope with computations of the complex flow field,
such as triple shock wave turbulent boundary layer interactions of double fins with a ramp
mounted between them on a flat plate, a number of researchers [3-5] utilized existing
numerical schemes, such as the MUSCL and TVD approaches for shock capturing [6—10] and
implicit factored scheme [11] for compressible viscous flows, using the various turbulence
models. Unfortunately, a mere combination of existing numerical methods developed specifi-
cally for certain aspects of the flow will not be capable of treating such overwhelmingly
complex physical phenomena. Although some reasonable results of surface pressure and skin
friction distributions have been reported, computations of heat transfer appear to be far from
satisfactory [12].

The goal of this paper is to examine numerical schemes in which all ranges of flow speeds
encompassing compressibility and incompressibility, laminar and turbulent, as well as inviscid
and viscous flows are treated adequately. To this end, the flow field-dependent variation
(FDV) methods have been introduced by Chung and his co-workers [13,14], in which solutions
are obtained from a single algorithm dictated by the FDV parameters as calculated from the
current state of flow fields. This process allows the governing equations to be modified or
adjusted automatically (as to hyperbolic, parabolic or elliptic type) as called for by the current
flow field in space and time. Abrupt changes of Mach number between adjacent nodal points
indicate the presence of shock waves in compressible flows, whereas the rapid changes of
Reynolds number represent turbulent microscale fluctuations for viscous flows. Such changes
in the Peclet number are indicative of high temperature gradients. Similarly, Damkohler
number changes represent finite rate chemistry or stiffness of species equations. Triple shock
wave turbulent boundary layer interactions within the secondary separation regions subjected
to separation shock and rear shock are characterized by simultaneous abrupt changes of Mach
number, Reynolds number and Peclet number. The basic concept here is not to allow the
predetermined existing computational algorithms to erroneously dictate the physics, but rather
to have the computational parameters representative of the current flow field to follow and
determine the true physics.

Turbulence models have been developed over the past several decades and have indeed been
successful in some instances. It is conceivable that new models of turbulence may be developed
in the future and they may continue to serve as important tools in CFD. Similarly, shock
capturing techniques have reached the stage of great sophistication. Despite these develop-
ments, however, the performance of turbulence models and shock capturing techniques are
mutually independent. When fluid particles of inviscid flow subjected to shock discontinuities
come in contact with those of viscous flow subjected to microscale turbulent fluctuations,
difficulties of satisfying all conservation laws of mass, momentum and energy arise. This is
where inviscid/viscous, compressibility/incompressibility and laminar/turbulence interactions
take place and they can not be accommodated as nature demands by a simple combination of
two or more existing numerical schemes. In particular, the dilatational dissipation is difficult
to resolve in high speed turbulent compressible flows. Resorting to the compressibility
corrections [15,16] to the turbulent models originally designed for incompressible flows has
been marginally successful. In describing the precise physics involving high temperature
gradients, it is noted that the Peclet number in the energy equation may play a decisive role as
much as the Reynolds number and Mach number in the momentum equations, as affected by
the changes of these non-dimensional parameters between nodal points. In the secondary
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boundary layer regions on both ramp and fins, the flow field continues to change in both space
and time, alternating between transitions and limits of compressibility and incompressibility,
laminar and turbulence as well as inviscid and viscous flows. The variation parameters in
FDYV, representative of turbulent microscale fluctuations as calculated from the changes of
Reynolds number as well as the Mach number and Peclet number, are capable of predicting
the corresponding turbulent flow field, although DNS mesh refinements are required in order
to resolve Kolmogorov microscale fluctuations in high Reynolds number flows.

The FDV approach applied to the DNS mesh refinements is the most ideal choice if
computational resources are available. In the mean time, if such computer resources are not
available, the FDV scheme may be used in place of turbulent models with affordable mesh
refinements for moderate Reynolds number flows (Re < 10°). Thus, the purpose of the present
work is to present the basic concept of FDV and demonstrate some numerical applications in
simple cases with relatively coarse meshes. It is concluded that the FDV algorithm is capable
of resolving transitions and interactions of inviscid/viscous, compressibility/incompressibility
and laminar/turbulence for shock wave turbulent boundary layer flows.

In what follows, the FDV theory is presented in Section 2, followed by the interpretation of
variation parameters in Section 3, numerical diffusion in Section 4, shock-capturing mecha-
nism in Section 5, transitions and interactions between compressible and incompressible flows
in Section 6, and transitions and interactions between laminar and turbulent flows in Section
7. Finally, some selected example problems are shown in Section 8, with conclusions and
recommendations presented in Section 9.

2. FLOW FIELD-DEPENDENT VARIATION (FDV) THEORY

In general, explicit schemes may be used for high speed flows. However, if the flow field is
viscous and subjected to widely disparate scales of both time and length, such as those found
in turbulent flows or chemically reacting flows, then the implicit schemes must be used. In
many flow situations these widely disparate scales may be confined to certain regions of the
flow field making it highly desirable to have a scheme in which the level of implicitness could
be varied in different locations. The most desirable scheme would be one in which variation
parameters that can be automatically determined from the flow field of each location (nodal
point or element) are introduced.

In the FDV theory, the traditional definitions of implicit and explicit schemes are signifi-
cantly modified. Here, the variation parameters are introduced, which are calculated from the
current flow field variables and serve as physical parameters dictating numerical accuracy and
stability in the solution process, and most importantly allowing the transitions and interactions
of different types of flows to be automatically accommodated.

The original idea of FDV methods began from the need to address the physics involved in
shock wave turbulent boundary layer interactions [13,14]. In this situation, transitions and
interactions of inviscid/viscous, compressible/incompressible and laminar/turbulent flows con-
stitute not only the physical complexities but also computational difficulties. This is where the
very low velocity in the vicinity of the wall (M =~ 0, Re =~ 0) and very high velocity far away
from the wall (M =~ 20, Re = 10°) coexist within a domain of study. Transitions from one type
of flow to another and interactions between two distinctly different flows have been studied for
many years both experimentally and numerically. Traditionally, incompressible flows were
analysed using the pressure-based formulation with the primitive variables for the implicit
solution of the Navier—Stokes system of equations together with the pressure Poisson

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 31: 223-246 (1999)



226 T.J. CHUNG

equation. On the other hand, compressible flows were analysed using the density-based
formulation with the conservation variables for the explicit solution of the Navier—Stokes
system of equations. In dealing with the domain of study that contains all speed flows with
various physical properties, where the equations of state for compressible and incompressible
flows are different and where the transitions between laminar and turbulent flows are involved
in dilatational dissipation due to compressibility, very special and powerful numerical treat-
ments must be provided. The FDV scheme has been devised toward resolving all of these
issues.

To this end, let us consider the Navier—Stokes system of equations in conservation form,

oU 0F, 0G;

o T ox, T an,

B. )

In expanding U"*! in a special form of Taylor series about U”, we introduce the variation
parameters s, and s, for the first and second derivatives of U with respect to time respectively,
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Notice that s,, associated with the first time derivative, is intended to provide variations as
appropriate to the convection and diffusion processes of flow field, whereas s,, involved in the
second time derivative, is to control adequate applications of artificial viscosity as required in
accordance with the flow field.

In the conservation form of the Navier—Stokes system of equations, F; and B are functions
of U, and G; is a function of U and its gradient U,. Thus, by the chain rule of calculus, the
first and second derivative of U with respect to time may be written as follows:
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We denote the convection Jacobian a, the diffusion Jacobian b,, the diffusion gradient
Jacobian ¢, and the source Jacobian d as
W 3G 0G . B
eur T out TMTeu, Tau”

>+ O(Ar3). “)

+B, (5a)

For the purpose of generality, it is assumed here that the source terms arise from additional
equations for chemical species equations.
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The second derivative of U with respect to time may now be written in terms of these
Jacobians by substitution into (5b),

U o oF, 4G, > (oF, oG, oF, 4G,
o b)( 2 B)+-—" o B) d B)
a7 o Bt )< o >+6x,-6xkc'k<6x+8j ) <6x+8_,- >

(6)

Substituting (5a) and (6) into (4), and assuming the product of the diffusion gradient Jacobian
with third-order spatial derivatives to be negligible, we have
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The variation parameters s, and s, that appear in (7) may be accorded with appropriate
physical roles by calculating them from the flow field-dependent quantities. For example, if s,
is associated with the temporal changes (A terms, henceforth called fluctuations, not meant to
be turbulent fluctuations) of convection, it may be calculated from the spatial changes of the
Mach number between adjacent nodal points so that s, =0 would imply no changes in
convection fluctuations. Similarly, if s, is associated with the fluctuations of diffusion, then it
may be calculated from the spatial changes of Reynolds number or Peclet number between
adjacent nodal points such that s, =0 would signify no changes in diffusion fluctuations.
Therefore, the role of s; for diffusion is different from that of convection. Similarly, the role
of s, for the fluctuation of the sources (such as reaction rates and heat generation) should be
different from convection and diffusion. For example, we may define the fluctuation quantities
associated with s, as

OAF; ™1 OAG!T! OAF; ! OAG!T!
5 i + i _ABn+1 = 5, i +Sld i —SISABn+1
0x; 6x,» 0x; ox;
mm aAFn ! ’\/ max mm aAGn + Datznax - Darznin AB"* 1 (8)
Mmin a-xi Remm 0x Xi Damin ’

where it is seen that the variation parameter s, originally adopted as a single mathematical or
numerical parameter has now turned into multiple physical parameters, such as the changes of
Mach numbers, Reynolds numbers (or Peclet numbers) and Damkohler numbers (Da),
between adjacent nodal points. The magnitudes of fluctuations of convection, diffusion and
source terms are dictated by the current flow field situations in space and time. Similar
assessments can be applied to the variation parameter s, as associated with its corresponding
fluctuation terms of convection, diffusion and source. Thus, in order to provide variations to
the changes of convection, diffusion and source terms differently in accordance with the
current flow field situations, we reassign s, and s, associated with convection, diffusion and
source terms as follows:
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SIAG; = 54AG; = 5;AG,, 5, AB = 5, AB; = s;AB,
SAG; = 5,4AG; = s,AG,, $AB = 5, AB = s,AB,
with the various variation parameters defined as
51 = §; = first-order convection variation parameter,
$,. = 8, = second-order convection variation parameter,
8§14 = 83 = first-order diffusion variation parameter,
S»q = 84 = second-order diffusion variation parameter,
s1s = 85 = first-order source term variation parameter,
S»s =S¢ = second-order source term variation parameter.

The first-order variation parameters s,, s; and ss; are flow field-dependent, whereas the
second-order variation parameters s,, s, and s, are exponentially proportional to the first-order
variation parameters, and mainly act as artificial viscosity. Details of these variation parame-
ters are given below.

2.1. Flow field-dependent variation parameters

As has been pointed out, the success of FDV methods depends on accurate calculations of
flow field-dependent variation parameters. Specifically, the convection variation parameters s,
and s, and diffusion variation parameters s; and s, and source term variation parameters ss
and s, are dependent on Mach numbers, Reynolds numbers or Peclet numbers, and
Damkohler numbers respectively. The first-order variation parameters s,, s; and s5 dictate the
flow field solution accuracy, whereas the second-order variation parameters s,, s, and sq
maintain the solution stability.

2.1.1. Convection implicitness parameters.

min(r, /) >«

5;=<0 r<o, M i,#0, (9a)
1 M. ..=0
=81, 0<np<l, (9b)
with

r=</ Mrznax - Mrznin/Mmin’ (10)

where the maximum and minimum Mach numbers are calculated between the local adjacent
nodal points in FDM or within an element in FEM, with « being the user-specified small
number (o = 0.01). The ranges of the second-order variation parameter exponent ; are given
in a previous paper [14]. It appears that the range in 155 <# <3 is adequate in most of the
examples that have been reported.
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2.1.2. Diffusion implicitness parameters.

min(s, /) s>f

s55=<0 s<p, Re i, #0, or Pe ;. #0, (11a)
1 Re,,;, =0, or Pe_; =0
s,=84, 0<np<l, (11b)
with

§ =/ Refnax - Retznin/Remin or S§S=4/ Petznax - Perznax/Pemim (12a,b)

where the maximum and minimum Reynolds numbers or maximum and minimum Peclet
numbers are calculated between the local adjacent nodal points or within an element, and £ is
a user-specified small number (f = 0.01). If temperature gradients are large it is possible that
Peclet numbers instead of Reynolds numbers may dictate the diffusion variation parameters.
The larger value of s; is to be chosen, as obtained either from (12a) or (12b).

2.1.3. Source term implicitness parameters. The source terms B vary in time and space when
additional equations are included in (1) for chemically reacting species. For the case of
chemically reacting flows, the changes in Da should be used.

min(z, 1) >y

ss=< 0 t<v, Dag,#0, (13a)
1 Damin = 0
se=s1, O<py<l, (13b)
with

t:\/ Darznin_Da?nin/Damim (14)

where the maximum and minimum Damkohler numbers are calculated between the local
adjacent nodal points or within an element, and y is a user-specified small number (y = 0.01).

The various definitions of Peclet number (Pe;, Pe;;) and Damkohler number (Da;, Day,
Dayy,, Dayy, Day) are given in [14].

2.2. FDV equations

The final form of the FDV equations can be obtained by substituting the variation
parameters, as defined in (8)—(14), into (7), leading to the residual of the form
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(152)
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Now, rearranging and expressing the remaining terms associated with the variation parameters
in terms of the Jacobians, we have

6 _AUn+1 6b-AU”“ 62 __AUn+1
AU”“—#At[sl( % >+S3< ' + &5 )-SsdAU"H]

ox; ox; 0x; 0x;
B Ar? 0*(aa, +ba)AU" ! 4 o0a,AU" !
2 7 0x; 0x; 0x;
s, d*(a;b;+ b;b)AU" +! _d ob,AU" +! N 0%, AU" !
Ox; 0x; 0x; Ox; 0x;
n—+1
- s{d 9@ T b)AUT . gz ‘]}
0x;
oF!  0G?} Ar?| 0 oF! 0G?} oF! 0G}
AZ i I_Bn = . b J 7J—Bn _d i I_Bn
* <6xi * ox; ) 2 |:0x,- (@ + ')< 0x; * 0x; > <5x,- * ox; >]
+ O(A?) =0, (15b)

with

B
ABn+1 ZEAU”JrI =dAUn+1.

Here, once again, the product of the diffusion gradient Jacobian with third-order spatial
derivatives is neglected and all Jacobians a; b, ¢; and d are assumed to remain constant
spatially within each time step and to be updated at subsequent time steps. For simplicity, we
may rearrange (15b) in a compact form as

a 2
R=AAU""'+— (EAU" ") + (E;AU" ") + Q"+ O(AP), (15¢)
0x; 0x; 0x;
or
A+£E—|—762 E, JAU"T!' = — Q" (16)
ox; ' ox;ox; 7 B ’
with
Ar?
AZI—AISSd—TSGd, (173)
Ar?
E,= At(s,a,+ s;b,) + - [s¢d(a; + b;) + s,da; + s,db;], (17b)
Ar?
E, = Ats;c, — - [sx(a;a;+ b;a;) + s4(a;b; + b,b, —dc;)], (17¢)
0 At? Ar? 0% | A2
"=—|(At+—d |(F/+ G/)+—(a;+b,)B" | — —(a,+ b))(F' + G”
Q 6x,-[< +5 ><,+ D+ 5@+ b) ] ax,.ax,[z (a,+ b)(F} + ,)}
Ar?
— (At + - d>B”. (17d)

An alternative scheme is to allow the source term in the left-hand-side of (16) to lag from n + 1
to n so that (16) may be written as
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0 02
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Note that the Beam—Warming scheme [11] can be written in the form similar to (18) with the
following definitions of E, E; and Q"

E,=mAt(a;,+b;), with m=0/(1+¢), (20a)
E;=mAtc,, (20b)
At (O0F! 0G? ¢
n _ ‘ ‘ AU" 2
Q Hf@m+m>1+§U’ (20c)

where the cross-derivative terms appearing in Q" for the Beam—Warming scheme are included
in the second derivative terms on the left-hand-side. The Beam—Warming scheme is seen to be
a special case of the FDV equations if we set s, =s;=m, 5, =5, =55 =5, =0, in (18), with
adjustments of Q" on the right-hand-side, as in (20c). The stability analysis of the Beam—
Warming scheme requires ¢ > 0.385 and 6 =3+ ¢. This will fix the variation parameter m to
be 0.639 <m <0.75. Either FDM, FEM or FVM approximations can be applied to (16) or
(18). It can be shown that the FDV equations as derived in (16) and (18) are capable of
producing many existing FDM and FEM schemes as special cases. We discuss these topics in
Section 4 for FEM and Section 5 for FDM.

3. INTERPRETATION OF VARIATION PARAMETERS ASSOCIATED WITH
JACOBIANS

The flow field-dependent variation parameters as defined earlier are capable of allowing
various numerical schemes to be automatically generated. They are summarized as follows:

(a) First-order variation parameters. The first-order variation parameters s, and s; control all
high-gradient phenomena, such as shock waves and turbulence. These parameters as calculated
from the changes of local Mach numbers and Reynolds (or Peclet) numbers within each
element and are indicative of the actual local element flow fields. The contours of these
parameters closely resemble the flow fields themselves, with both s, and s; being large (close
to unity) in regions of high gradients, but small (close to zero) in regions where the gradients
are small. See Example (1) and Figure 1 for this demonstration. The basic role of s, and s5 is
to provide computational accuracy.

(b) Second-order variation parameters. The second-order variation parameters s, and s, are
also flow field-dependent, exponentially proportional to the first-order variation parameters.
However, their primary role is to provide adequate computational stability (artificial viscosity)
as they were originally introduced into the second-order time derivative term of the Taylor
series expansion of the conservation flow variables U+ !,

(c) Elliptic/parabolic equations. The s, terms represent convection. This implies that if s =0
then the effect of convection is small. The computational scheme is automatically altered to
take this effect into account, with the governing equations being predominantly parabolic—
elliptic.
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(d) Hyperbolic equations. The s, terms are associated with diffusion. Thus, with s; =~ 0, the
effect of viscosity or diffusion is small and the computational scheme is automatically switched
to that of Euler equations where the governing equations are predominantly hyperbolic.

(e) Mixed equations. If the first-order variation parameters s; and s; are non-zero, this
indicates a typical situation for the mixed hyperbolic, parabolic and elliptic nature of the
Navier—Stokes system of equations, with convection and diffusion being equally important.
This is the case for incompressible flows at low speeds. The unique property of the FDV
scheme is its capability to control pressure oscillations adequately without resorting to the
separate hyperbolic—elliptic pressure equation for pressure corrections. The capability of FDV
scheme to handle incompressible flows is achieved by a delicate balance between s, and s5 as
determined by the local Mach numbers and Reynolds (or Peclet) numbers. If the flow is
completely incompressible (M =0), the criteria given by (9) leads to s, =1, whereas the
variation parameter s, is to be determined according to the criteria given in (11). Make a note
of the presence of the convection—diffusion interaction terms given by the product of b;a; in
the s, terms and a,b; in the s, terms. These terms allow interactions between convection and
diffusion in the viscous incompressible and/or viscous compressible flows.

(f) High temperature gradients. If temperature gradients rather than velocity gradients
dominate the flow field, then s5 is governed by the Peclet number rather than by the Reynolds
number. Such cases arise in high-speed, high-temperature compressible flows close to the wall.

(g) Finite rate chemistry. In the case of reacting flows, the source term B contains the
reaction rates that are functions of the flow field variables. With widely disparate time and
length scales involved in the fast and slow chemical reaction rates of various chemical species
as characterized by Damkohler numbers, the first-order source term variation parameter ss is
instrumental in dealing with the stiffness of the resulting equations to obtain convergence to
accurate solutions. On the other hand, the second-order source term variation parameter s
contribute to the stability of solutions. It is seen that the criteria given by Equations (13) and
(14) will adjust the reaction rate terms in accordance with the ratio of the diffusion time to the
reaction time in finite rate chemistry so as to assure the accurate solutions with computational
stability.

(h) Laminar/turbulent flows. The transition to turbulence is a natural flow process as the
Reynolds number increases, causing the gradients of any or all flow variables to increase. This
phenomenon is the physical instability and is detected by the increase of s; if the flow is
incompressible, but by both s and s, if the flow is compressible. Such physical instability is
likely to trigger the numerical instability, but will be countered by the second-order variation
parameters s, and/or s, to ensure numerical stability automatically. In this process, these flow
field dependent variation parameters are capable of capturing relaminarization, compressibility
effect or dilatational turbulent energy dissipation, and turbulent unsteady fluctuations.

(1) Error indicators. An important contribution of the first-order variation parameters is the
fact that they can be used as error indicators for adaptive mesh generations. That is, the larger
the implicitness parameters, the higher the gradients of any flow variables. Whichever governs
(largest first-order variation parameters) will indicate the need for mesh refinements. In this
case, all variables (density, velocity, pressure, temperature, species mass fraction) participate in
resolving the adaptive mesh, contrary to the conventional definitions of the error indicators.

(j) Variation parameters/Jacobians. Physically, the variation parameters will influence the
magnitudes of Jacobians. Two different definitions of Peclet number (Pe;, Pe;) would require
the s; and s, as calculated from the energy and species equations to be applied to the
corresponding terms of the Jacobians. Similar applications for the source term variation
parameters ss and s, should be followed for the source term Jacobian d, based on the various
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definitions of Damkohler number (Da,, Day;, Dayy,, Dayy, Day). In this way, high-temperature
gradients arising from the momentum and energy equations and the finite rate chemistry
governed by the energy and species equations can be resolved accordingly.

4. NUMERICAL DIFFUSION

Note that the numerical diffusion is implicitly embedded in the FDV equations. This can be
demonstrated by writing (15a) separately for the equations of momentum, continuity and
energy. Combining the momentum and continuity equations and reconstructing the original
differential equations, we identify the numerical diffusion terms that are produced for all
governing equations as a consequence of FDV formulations. We summarize the reconstructed
equations of momentum, continuity and energy without the source terms as follows: from
(15a), the momentum equation is written in the form

A(puj)n+ '=Af[— (pvv;);—p ;+ Tl-j’i]" — At[sy(A(pvv;) , + Ap ;) — S3A‘L'ij’i]n+ 1

Ar?
+ N [(af™ + bgcm))((/’ Uivj),i +p,— sziJ.)]?k

At?
+ -5 [(a?™ + b)) (s(A(pov), +p. ;) — SANSD) vl ' (21)

where a{ and b{™ denote the convection and diffusion Jacobians respectively for the
momentum equations. Rearranging (21) to reconstruct the differential equations of momen-
tum, we obtain

0
a (pvj) + (pvivj +p5;‘j - Tij),i = Sj(m)a (22)
with

At
Sj(m) = - [Sl(ApUin +P5gi) - S3A7ij],i + ) [(a;(m) + b;«m))((pviui),i +tP,— TU;,»)],k

At
+ > [(a}j”) + bkm))(sz(A(pUin),i + Ap,j) - S4A7ijyl.)],k' (23)
Similarly, the FDV equation for continuity from (15a) becomes
At* :
Ap"+ '= At — (pv,) — SIA(pUj),anr 1] + N [(ag(')(pvj),j),f + s55(a E(')A(pvj),j),i]n i (24)
with a{© being the convection Jacobian for the continuity equation. Substituting (21) into (24)

and reconstructing the differential equation of continuity,
ap
ot

with
S(c)= Alsl[(pvivj),i +p,— Tij‘l.],j - Alsl[sl(A(/’Uin),t + Ap,j) - S3Aglzj_l.],j

+ (pv;),, = S(c), (25)
Atz (m) (m)
- 7 sil(ay”” + by, )((pvivj),i +p;— Tij.l.)],kj
AL L@ + bE) sy A A AL g 26
T si[(@i™ + bi) (s (PUin),i + P,j) — 8y Tijy[)],kj + X (a; (pvj),j),ia (26)
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where the third derivative associated with s, is neglected. A glance at (22) and (25) reveals that

the right-hand-side terms S(m2) for momentum and S(c) for continuity are the additional terms

of higher-order derivatives arising from the process of derivations of the FDV equations.
The FDV equation for energy is of the form

A(E)' ' = At[ — (pEv; + pv;) ; + (t,0,) , + kT ;1"
_AI{SI[A(IOEUi)+pUi]I S3[A(TU ])+kT] }n+1

Ar?
+ 7{((15:-) + b:)[(pEvl +pvi) i (Tl] j) i ]}f’k
A 1
+7{(a(c)+b§f))[S2A(pEvi+pvi)z S4A(T1] ]+kT ) ]}n+ (27)
which leads to the reconstructed equation of energy,
0(pE)
SB[ Bt o)+ (), + KT ) = (o), (8)
with
S(e) = {SI[A(/)EU‘) + vl — s3[A(z,0) + kT3
-~ {(a(‘) + bg))[(pEvi +pv;) — (Ty j)l kT,ii]},k
-~ {(a(() + b}f))[szA(pEv,- + pvi),i - S4A(Tijvj + kT,i),i]},k- (29)

It is interesting to note that if we neglect all incremental (fluctuation) terms, we arrive at the
results identical or analogous to many of the recent developments in FEM for the treatment
of convection dominated flows [17-21], including the generalized Petrov—Galerkin (GPG)
methods, characteristic Galerkin methods (CGM), streamline upwind Petrov—Galerkin
(SUPG) methods, space—time Galerkin/least-squares (GLS) methods, and subgrade scale
(SGS) methods. To demonstrate this analogy, let us neglect all incremental and higher-order
terms, but retain only the second-order derivative terms, with s; =3, so that we may arrive at
the form more easily recognizable. Here, all components of convection and diffusion Jacobians
can be shown to be the velocity components, @™ = a!” = a!¥ = v,. These arrangements lead to

Momentum
0
2 (/wj) + (Pva_/),i +p,;— Tij, = S/'(m)’ (30)
with
At
Sj(m) = X [Uk(pviuj +p51j - T;’j),i],k- (31)
Continuity
op
E + (pv;),, = S(c), (32)
with
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S =5 v+, 7, (000) )] (33)
Energy
CE)HE+ )~ KT, — 2], = S(), (34)
with
$©) =5 Wl E+ P, — kT~ () 1. (39)

Examining the right-hand-side terms for all equations, they are identified as numerical
diffusion that arise from GPG or CGM formulations. It is seen that second derivatives of
pressure arise on right-hand-side explicitly.

Returning to the FDV equations, it is important to realize that the significant contributions
of FDV reside in the fluctuation terms associated with the variation parameters in (23), (26)
and (29), which contribute to accuracy as well as stability of the solution process, far beyond
what the currently available numerical schemes may provide. With all incremental and
higher-order terms associated with variation parameters retained, we may use the fractional
step procedures to solve (22), (25) and (28), using FDM, FEM or FVM. Although the
fractional step solutions are equivalent to the simultaneous solutions of (16) or (18), the
example problems presented in Section 3 are based on the simultaneous solutions of (16) using
FEM.

In the following sections, we discuss the special features available in FDV, including the
shock-capturing mechanism, transitions and interactions between compressibility and incom-
pressibility, and transitions and interactions between laminar and turbulent flows.

5. SHOCK-CAPTURING MECHANISM

The shock-capturing mechanism is built into the FDV equations of momentum, continuity and
energy. For example, let us examine (7), (15) or (21), or more specifically, the contribution
from the right-hand-side terms of the momentum equation (21) by excluding the s, and s,
terms.

A(pv)" '+ At[(pvw) p;— 15 1"

At?
= — 5, At(Apv,+ Apd,)it ! + s, > (al + b [A(pv), + Ap 15!

Atz (m) (m) n
+ BN (@ + byN(pvv;) ; + p, ;1%

M3, — M2, At (S M?, — M.\ At
_ max min (*)n+l+< max mm> (**),,+1+7(***),,‘ (36)

M, 2 M, 2

min min

To identify the shock-capturing mechanism in the FDV formulation as compared with the
TVD finite difference scheme, let us rewrite (36) for the one-dimensional momentum equation,
retaining only the convection flux

6aAun+l AIZ 5 62Aun+l afn AZZ a2f’n

- — 7—At —
o 2 T ox T2 Yo

Autl= — Ats, (37
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or
sz _M2_ oal n+1 Atz MZ' _M2_ n 02A n+1 or"
Au”+1 — —At max min anu T max min az uz —AZ f
M in Ox 2 M in Ox 0x
AZZ 62 n
——a
2 ox?’

where f is the convection flux and « is the one-dimensional convection Jacobian or speed of
sound. The FDM analogue of (37) at node i becomes

Au+! 1
= —s;a— (Au?*' — Au" ) + s,a%At

1
Y 3 A Au?+ ' —=2Au? ! + Aut )
X X

1 n n 1 " " n
—ay TSl ) Falt s (=21 1) (38)

The second-order TVD semi-discretized scheme with limiter functions [6—10] is written at node
i as

du; at 1¥Y*,, a- _ | S

i+3/2
(39)
where ¥ and r denote the limiter function and velocity ratio respectively,
ri 2= U , Fiisp= Uip1 Uiy ) (40)
U1 —Ui_» Uiy o = Ui
Inserting (40) into (39) yields
du, at 1
dz = T Ax [(“f —u; )+ B k 1/2(”i —u; )+ ¥ 3/2(“:‘7 1 u[2):|
a- | _
—E (W — ;) "‘E Yo 1/2(“i+ —u) =Yoo 3/2(“i+2 —u; ) | (41a)

Let us assume that
w=u}+sAu*t', a= =0, at=a, W',,=29";,=-Y.

Substituting the above into (41), the TVD equation may be expressed as

Aur+! 1 YAx 1
A= Sy (e = Aupt) + e (At — 20ui* | + Aujty) — A T
WAx
+sz(ﬂ' =211+ f10). (41b)
If we set
AxV¥ At
S1:S9 S2:S al \P:L: S2:sln

alAt”’ Ax

it is seen that the FDV equation (38) becomes identical to the TVD equation (41b) or vice
versa. Note that in TVD either a* or ¢~ must be chosen from the flow field and the variation
parameters s; and s, in FDV are automatically calculated. Of course, the precise shock-
capturing mechanism of both methods is not exactly the same, because all the assumptions
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made above are not true in general. However, it is interesting to note that the first-order
convection variation parameter s, is related to the TVD limiter function ¥ as

sAx

Sl 42
alAt 42)

s =
in which it is shown that the convection variation parameters (s;, s,) are proportional or
equivalent to the TVD limiter functions.

Considering that the motivations and procedures of derivation are completely different, the
analogy between the TVD scheme and FDV formulation as demonstrated above is remark-
able. Notice that, beyond this analogy, the FDV formulation is to couple the convection
variation parameters (s,,s,) with all other variation parameters (ss, S, Ss, S¢) S0 that shock
wave interactions with all other physical properties can be resolved. They are involved also in
transitions and interactions of compressible/incompressible, inviscid/viscous and laminar/
turbulent flows. Although the shock tube problems in Example (2) (Figure 2) was solved using
the general program based on (16), the identical results are obtained from the solution based
on (37) or (38). This is because all terms not involved in the convection variation parameters
are zero in (16) as determined from the flow field of the shock tube.

6. TRANSITIONS AND INTERACTIONS BETWEEN COMPRESSIBLE AND
INCOMPRESSIBLE FLOWS

One of the most significant aspects of the FDV scheme is that for low Mach numbers
(incompressible flow) the scheme will automatically adjust itself to prevent pressure oscilla-
tions. Notice that second derivatives of pressure appear in momentum (26) and continuity (29),
acting as numerical diffusion. This adjustment is analogous to the pressure correction scheme
(via pressure Poisson equation) for incompressible flows. Otherwise, the FDV scheme is
capable of shock wave resolutions at high Mach numbers, and particularly well-suited for
dealing with interactions between shock waves and turbulent boundary layers where an
aggregation of high and low Mach numbers exist. In this case, the inviscid and viscous
interactions are allowed to take place. To this end, the second-order variation parameters play
the role of artificial viscosity needed for shock wave resolutions in the presence of flow
diffusion due to physical viscosity.

In order to understand how the FDV scheme handles computations involving both
compressible and incompressible flows, fundamental definitions of pressure as involved in
compressible and incompressible flows must be recognized. Consider in the following that the
fluid is a perfect gas and that the total energy is given by

1
E=c,T-L 4 oy, 43)
p 2

The momentum equation for steady state incompressible rotational flow may be integrated to
give

1 1
j(l’ + ) PUjUj> ‘ dx; = J\(:uvi,jj + pepv,m;) dx;,  p+ ) pUv;=po+ 0, (44)
with
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1
0= ; J(:uvi,jj + pgg/kvjwk) dx,,

where p, is the constant of integration, and » is the spatial dimension.
Substituting (43) into (44) leads to the following relationship:

Do = p(CpT+ vv,— E)— 0. (45)

If p, as given by (45) remains a constant, equivalent to a stagnation (total) pressure, then the
compressible flow as assumed in the conservation form of the Navier—Stokes system of
equations has now been turned into an incompressible flow, which is expected to occur when
the flow velocity is sufficiently reduced (approximately 0.1 < M < 0.3 for air). Thus, (45) serves
as an equivalent equation of state for an incompressible flow. This can be identified nodal
point by nodal point or element by element for the entire domain.

We may begin with the condition given by (44) for compressible flows. If computations are
involved in low-speed flows then the governing equations and computational schemes initially
intended for high-speed compressible flows are automatically switched to those for low-speed
incompressible flows with p, remaining constant for all low Mach number flows (approxi-
mately 0.1 < M <0.3) based on the flow field-dependent variation parameters. If the flow
reverses to compressible, then the stagnation pressure becomes variable, allowing the density to
change. This is clearly demonstrated in Example (3) and Figure 3 for driven cavity problems.

An advantage of the FDV scheme is to avoid the so-called pressure correction process,
preconditioning approach, or the implementation of a separate hyperbolic—elliptic equation as
is the case with other computational schemes designed to accommodate flows of all speed
regimes. In the case of the FDV formulation, a computational scheme similar to pressure
correction (keeping pressure from oscillating) automatically arises by means of the Mach
number and Reynolds number-dependent variation parameters. This approach is particularly
useful for the inviscid—viscous interaction regions and boundary layers close to the wall, such
as in hypersonic aircraft or shock wave turbulent boundary layer interactions in general.

7. TRANSITIONS AND INTERACTIONS BETWEEN LAMINAR AND TURBULENT
FLOWS

When inviscid flow becomes viscous, we may expect that the flow may become laminar or
turbulent through inviscid/viscous interactions across the boundary layer. Below the laminar
boundary layer, if viscous actions are significant, then the fluid particles are unstable, causing
the changes of Mach number and Reynolds number between adjacent nodal points (assuming
they are closely spaced) to be irregular, the phenomenon known as transition instability prior
to the state of full turbulence. How can these processes be modelled in FDV formulation?
Fluctuations due to turbulence are characterized by the presence of the terms such as

Re? Re?

max min Az

Re (46)

8301, = i
Physically, the above quantity represents the fluctuations of total stresses (physical viscous
stresses plus Reynolds stresses) controlled by the Reynolds number changes between the local
adjacent nodal points. Thus, the FDV solution contains the sum of the mean flow variables
and the fluctuation parts of the variables.

Once the solution of the Navier—Stokes system of equations is carried out and all flow

variables are determined, then we compute fluctuation part, f* of any variable f,
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S =r=r (47)

where f and f denote the Navier—Stokes solution and its time or mass average respectively.
This process may be replaced by the fast Fourier transform of the Navier—Stokes solution.
Unsteady turbulence statistics (turbulent kinetic energy, Reynolds stresses and various energy
spectra) can be calculated once the fluctuation quantities of all variables are determined. See
Example (4) and Figure 4 for the supersonic turbulent flow on a compression corner.

Although the solutions of the Navier—Stokes system of equations using FDV are assumed
to contain the fluctuation parts as well as the mean quantities, it will be unlikely that such
information is reliable when the Reynolds number is very high and if mesh refinements are not
adequate to resolve Kolmogorov microscales. In this case, it is necessary to invoke the level of
mesh refinements as required for DNS.

It is important to recognize that unsteadiness in turbulent fluctuations may prevail in the
vicinity of the wall, although a steady state may have been reached far away from the wall.
This situation can easily be verified by noting that AU"*! will vanish only in the region far
away from the wall, but remain fluctuating in the vicinity of the wall, as dictated by the
changes of Mach number in the variation parameter s; between the nodal points and
fluctuations of the stresses due to both physical and turbulent viscosities in At characterized
by (46).

8. EXAMPLE PROBLEMS

To validate the FDV theory, numerical example problems for various physical phenomena
have been solved. Previously, the computer codes for three-dimensional geometries were tested
[13,14]. Some selected examples in this paper include: (1) contour plots of calculated variation
parameters to test flow field-dependent properties, (2) shock tube problems to test shock-
capturing ability, (3) driven cavity flow problems to test incompressibility/compressibility
characteristics, and (4) accuracy of FDV simulation for turbulent flows in supersonic flows.

(1) Contour plots of calculated variation parameters to test flow field-dependent properties

To explain the role of the variation parameters, we examine the FDV solution for the flow
over a ten degree compression corner at M, =3, Re = 1.68* (Figure 1). Note that the contour
distributions of the first-order convection variation parameter s, resemble the flow field
depicting the shock waves as shown in Figure 1(a). The second-order convection variation
parameter s,, which represents the artificial viscosity for shock-capturing, closely follows s,
with somewhat wavy distributions (s, = s}/#). It is seen that the s, =0 region (no changes in
Mach number) is clearly distinguished from the region near the wall where s, is close to unity
(rapid changes of Mach number). Note that s, =0 changes to s; =1 abruptly along the line
where the shock is expected to appear.

It is seen that the contour distributions of the first-order diffusion variation parameter s,
resemble the boundary layer formation in the vicinity of the wall with thickening of contours
toward the wall as compared with the first-order convection variation parameter s,. The
second-order diffusion variation parameter s, whose role is to provide numerical diffusion for
stability for the calculation of fluctuations of turbulent motions follows the trend of s; with
wavy distributions (s, = s3/%). No changes in Reynolds number is indicated by s; =0 in the
upper upstream region, which coincides with s, =0 for convection as expected.
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The actual flow field calculations based on these variation parameters are shown in Figure
2(b). As the FDV theory dictates, the first-order variation parameters (s, s;) control the
physics and accuracy, whereas the second-order variation parameters (s,, s,) address numerical
diffusion for stability. These variation parameters are updated throughout the computational
process until the steady state is reached, with their contours continuously resembling the actual
flow field.

It should be noted that the physical interactions between inviscid/viscous, compressible/
incompressible and laminar/turbulent flows are simultaneously controlled by the first- and
second-order convection/diffusion variation parameters. These assessments will be verified
from additional example problems presented below.

(2) Shock tube problems to test shock-capturing ability

Two shock tube problems of differing shock strengths of the following data (SI unit) are
tested:

(@) pL=10° p. =1, pg =10% pp =0.125,
(b) pL=10% p. =1, pg =10°, pg =0.01.

The FDV solutions for the above shock tube cases (1; = ug = 0) indicate perfect agreements
with the analytical solutions as shown in Figure 2. It is believed that the shock-capturing

1 contours s contours
5,=0
=
S3 contours
5;=0

Density Pressure

Mach number

(b) Flowfield contour distributions

Figure 1. Contour plots of calculated variation parameters to test flow field-dependent properties. Note that variation
parameter contours resemble those of flow fields themselves.
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Figure 2. Shock tube problems to test shock capturing ability. O, FDV; —, analytical.

capability of FDV scheme is superior. To appreciate this point, let us re-examine Equations
(22), (25) and (28). Notice that there are convection terms with the non-fluctuation quantities
without variation parameters which merely represent the standard artificial viscosity for
non-fluctuation terms. In addition, there are other convective terms with the fluctuation
quantities associated with the variation parameter s; and the extra terms with s,. Here, the s,
terms represent the stabilization of the fluctuation parts of the convection variables (pressure
and velocity). If the variation parameters are replaced by the definitions given in (8)—(14), then
such a scheme is seen to play a role of the high resolution shock-capturing, much more

Copyright © 1999 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 31: 223-246 (1999)



242 T.J. CHUNG

sophisticated than other numerical schemes, such as TVD limiters with the FDV equiva-
lence given by (37). This is because the shock-capturing scheme is not only involved in
Mach number changes between adjacent nodal points, but also coupled with all other
variation parameters, contributing to the transitions and interactions of all physical
phenomena, such as inviscid/viscous, compressible/incompressible and laminar/turbulent
flows.

(3) Driven cavity flow problems to test compressibility [incompressibility characteristics

This example demonstrates that the FDV scheme is capable of reaching the incompressible
limit at low speeds as well as the shock-capturing capability at high speeds. The cavity flow
problem [14] is examined here for two different Mach numbers (M = 0.01 and 0.1). Density
distributions (Figure 3(a)) for M =0.01 are constant throughout the domain, whereas at
M =0.1 we note that variations begin to occur near the downstream upper region. The
most significant feature is the distribution of the stagnation (total) pressure (Figure 3(b)) as
calculated from Equation (45), indicating that the stagnation pressure is constant at M =
0.01 and it begins to vary at M = 0.1, almost exactly the same way as density. This proves
that Equation (45) acts as the equation of state encompassing the incompressible and
compressible flows. Comparisons of the FDV solutions for the velocity distributions at
the centerlines (Figure 3(c)) confirm the trend disclosed in Figure 3(a) and (b). The velo-
city distributions for M =0.01 are identical to the results of the experimental data for
incompressible flow, whereas the solution for M = 0.1 (compressible effect present) deviates
from the incompressible case. The evidence is overwhelming that the FDV scheme is capa-
ble of treating the transition automatically between the incompressible and compressible
limit.

(4) Accuracy of FDV simulation for turbulent flows in supersonic compression corner

Does the FDV theory simulate turbulence? This remains a central issue and demands a
rigorous search for many years to come. However, a simple example presented here indi-
cates that the response is affirmative. Let us consider a compression corner flow (M =
2.25, Re=10°) considered in [14]. The FDV solution is carried out to the steady state.
Expecting that the steady state mean flow variables contain the fluctuation parts which are
unsteady, we perform time averages of approximately ten time steps at a time. Taking a
difference between the FDV solution and the time averages, we calculate the fluctuation
parts (Equation (47)). Representative results for the horizontal and vertical fluctuation
velocity components at two vertical locations (close to the wall, y =0.001 m; away from the
wall, y =0.004 m) along the compression corner are shown Figure 4(a). Clearly, the un-
steadiness of turbulent fluctuations is evident near the wall, whereas this trend is subdued
greatly away from the wall. The Reynolds stresses are calculated from these fluctuation
velocity components as shown in Figure 4(b). Note that the high Reynolds stresses are
concentrated in the regions of boundary layers. These fluctuation velocity components and
Reynolds stresses contribute to the turbulent kinetic energy as shown in Figure 4(c). A mild
peak occurs close to the wall upstream of the compression corner, whereas the turbulent
kinetic energy increases drastically some distance away from the wall downstream of the
compression corner. Finally, the FDV solution is compared with the experimental data and
the k—¢ model in Figure 4(d). Agreements of the FDV solution with the experimental data
are remarkable. As the Mach number increases, however, mesh refinements will be required
to maintain the accuracy of the FDV solution. Kolmogorov turbulence microscales can not
be resolved unless DNS mesh refinements are provided.
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(c) Comparison of velocity distributions with experiments

Figure 3. Driven cavity flow problems to test incompressibility/compressibility characteristics.
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Figure 4. Accuracy of FDV simulation for turbulent flows in supersonic flows (M = 2.25, Re = 10°).
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9. CONCLUSIONS

Transitions and interactions between inviscid/viscous, compressible/incompressible and lami-
nar/turbulent flows can be resolved by the FDV theory. It is shown that variation parameters
initially introduced in the Taylor series expansion of the conservation variables of the
Navier—Stokes system of equations are translated into flow field-dependent physical parame-
ters responsible for the characterization of fluid flows. In particular, the convection variation
parameters (s;, s,) are identified as equivalent to the TVD limiter functions. The FDV
equations are shown to contain the terms of fluctuation variables automatically generated in
due course of developments, varying in time and space, but following the current physical
phenomena. In addition, adequate numerical controls (artificial viscosity) to address both
non-fluctuating and fluctuating parts of variables are automatically activated according to the
current flow field. It has been shown that practically all existing numerical schemes in FDM
and FEM are the special cases of the FDV theory.

Some simple example problems have demonstrated most of the features available in the
FDV theory. It was shown that the calculated variation parameters resemble the flow field
itself. Shock tube problems proved excellent shock-capturing capabilities. The program capa-
ble of solving supersonic flows is used to resolve incompressible flows of driven cavity
problems, with the transition from incompressibility to compressibility clearly recognized.
Finally, the supersonic compressible turbulent viscous flow on a compression corner was
solved, indicating that the FDV simulation does contain turbulent fluctuations and that the
turbulent mean flow is accurately resolved.

One of the most significant tasks to be completed in the near future is the three-dimensional
simulation of the triple shock wave turbulent boundary layer interactions, followed by reacting
flows and combustion. The role of variation parameters due to various definitions of
Damkohler numbers should be examined to determine how they contribute to resolving
convergence in stiff equations for combustion problems. New and additional features of the
FDV theory may be revealed as more example problems are solved.
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